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Outline

● Distributed Shared Memory
– Consistency models

● Remote Procedure Calls
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https://en.wikipedia.org/wiki/Distributed_shared_memory

https://en.wikipedia.org/wiki/Distributed_shared_memory
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Consistency models
● Strict consistency

– All reads and writes in the same order for every process
– More of a thought experiment

● Sequential consistency
– Reads and writes for a process in order, all writes in FIFO order

● Causal consistency
– Potentially causal writes seen in same order
– Concurrent writes can be in a different order

● PRAM, others...
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https://lamport.azurewebsites.net/pubs/time-clocks.pdf

https://lamport.azurewebsites.net/pubs/time-clocks.pdf
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Remote Procedure Calls

● Basic idea: use something programmers are already familiar 
with (calling a procedure and it returning a value)
– Make distributed computation easy
– Not rocket science
– Heavily used in practice
– Caller or callee can crash, doesn’t break everything

● https://jedcrandall.github.io/courses/cse536spring2024/birrell842.pdf

https://jedcrandall.github.io/courses/cse536spring2024/birrell842.pdf
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Terminology

● Marshalling (not in the paper, but implied).. packing and 
unpacking (unmarshalling) the parameters
– Necessary because of differences in machines, representations
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Where does the “this solves the concurrency 
problem” part come?
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https://lamport.azurewebsites.net/pubs/time-clocks.pdf

https://lamport.azurewebsites.net/pubs/time-clocks.pdf
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https://en.m.wikipedia.org/wiki/Xerox_Star

https://en.m.wikipedia.org/wiki/Xerox_Star
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RPC

● RPC is not rocket science
● However, it’s how most of the world does distributed computing

– Java, Go, Python, Rust, .NET…
– NFS, SunRPC, D-Bus, SOAP, WCF, DCOM, Google’s protobufs, 

Google Web toolkit
● Do you think HTTP GET and POST requests are RPC?
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Why not just use RPC all the time?
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Disadvantages to RPC

● Multicast and broadcast are not well supported
● What if a process is physically moving?
● Caller blocks until they get a response, unless they fork a 

thread but then they still need to think about concurrency issues
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Can we use semaphores, mutexes, etc. for this?

https://dl.acm.org/doi/pdf/10.1145/151233.151240

https://dl.acm.org/doi/pdf/10.1145/151233.151240
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Coming up...

● Message passing
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